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•Machine Learning / MLAAS
•Challenges (Privacy)
•Privacy Attacks
•Membership Inference Attacks

> Overview
> Building Attack Model

•Evaluation of MIA
•Code / Implementation
•Mitigation

> Strategies
> Evaluation

Outline
MIA
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INTRODUCTION / BACKGROUND

Machine Learning

Plethora of a 
applications

Data is essential
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Machine Learning as a 
Service

Privacy: Greatest 
Challenge Membership Inference Attacks: 

Determine whether a data record was used 
in target’s training
Attribute Inference Attacks:
Determine facts about data that are 
otherwise hidden and private.
Model Inversion Attacks:
Identify features that characterize a class/ 
an input. Model Extraction Attacks:
extract the parameters of a model to 
construct a model whose predictive 
performance on validation data is similar 
to the target model.

INTRODUCTION / BACKGROUND
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MIA - OVERVIEW
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Membership Inference Attack

• Build a binary classifier (Attack 
Model)

• Take target’s predictions as 
inputs

How do we 
train the 
attack 
model?

Was this specific 
input data record 
used in model’s 

training?
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MIA – BUIDING ATTACK MODEL

9

Building Attack Model Shadow Models
• Learn behavior of target prediction 

> (i.e. difference b/n Train set and 
Test/other set)

• Overfitting

• Similarities to Target Model
> type and architecture
> training Data 

• Training data = predictions Shadow Model ≈ Target Model
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Obtaining Data for Shadow Models
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•Noisy real data: similar to training 
data of target model (i.e. drawn from 
same distribution)

•Synthetic data: use a sampling 
algorithm to obtain data classified with 
high confidence by the target model

MIA – BUIDING ATTACK MODEL
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Membership inference Attack

• Attack model is a collection of models.
• One for each output class of target model
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• Experimental Setup
> Run data on all models
> CIFAR datasets run locally 
> Vary size of training dataset
> Vary the number of shadow 

models

•Data
> CIFAR – 10, CIFAR – 100
> MNIST
> Purchases
> Texas Hospital Stays
> UCI Adult (Census Income)

•Target Models
> Amazon ML
> Google Prediction API
> Neural Networks (Locally 

trained)

MIA - EVALUATION

Evaluation



ncat.eduncat.edu

MIA – EVALUATION
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Accuracy

Precision of the membership inference attack against neural networks trained on CIFAR datasets. The graphs show precision for 
different classes while varying the size of the training datasets. The median values are connected across different training set sizes. 
The median precision (from the smallest dataset size to largest) is 0.78, 0.74, 0.72, 0.71 for CIFAR-10 and 1,1, 0.98,0.97 for CIFAR-
100. Recall is almost 1 for both datasets. The figure on the left shows the per-class precision (for CIFAR-10). Random guessing 
accuracy is 0.5.
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ML Platform Trai
n

Test

Google 0.99
9

0.65
6

Amazon(10,1e-
6)

0.94
1

0.46
8

Amazon(100,1e-
4)

1.0 0.50
4

Neural Net 0.83
0

0.67
0

Accuracy

MIA – EVALUATION
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Code 

MIA – CODE DEMO
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Library

Build shadow model and 
generate data for training 

attack model

Code to generate Attack 
Models 

Prepare data for Attack
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Code / Implementation

MIA – CODE DEMO
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• Restrict the Prediction Vector to Top 
k Classes

• Coarsen Precision of the Prediction 
Vector

• Increase Entropy of the Prediction 
Vector

• Use Regularization 

Mitigation 

MIA – MITIGATION
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Evaluation of StrategiesStrategies
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• Use Differential privacy in 
training/ building Target model

• (ε, �) Differential privacy
• The distribution of output M(D) 

is nearly the same as M(D')
• D & D’ differ slightly
• ε is info leakage
• � is small probability of failure.

Differential privacy

MIA – OTHER MITIGATION MEASURES

18

EvaluationStrategy
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Differential privacy

MIA – OTHER MITIGATION MEASURES
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Evaluation (Cnt’d)

• Poor utility – privacy trade off
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• Add carefully crafted noise to 
confidence vector of Target Model

• Provide adversarial input to Attack 
Model 

• Better utility – privacy trade off

Adeversarial Examples

MIA – OTHER MITIGATION MEASURES
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Strategy
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