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Introduction to Convolution Neural Networks

Convolutional Neural Networks (ConvNets)

It is a special structure to deal with image inputs.

Why not just flatten the image and feed it to a Multi-Level
Perceptron for classification purposes?

Do we really need all the edges?
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Introduction to Convolution Neural Networks

Convolutional Neural Networks (ConvNets)

What about Spatial and Temporal dependencies between pixels. (Edges,
patterns, curves ...)

In MLP, Large network is needed for all possible positioning of the peak
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Introduction to Convolution Neural Networks

Convolutional Neural Networks (ConvNets)

In primitive image processing methods filters are hand-engineered, with
enough training, ConvNets have the ability to learn filters/characteristics.

October 14, 2020 23 / 120



Introduction to Convolution Neural Networks

October 14, 2020 24 / 120



Introduction to Convolution Neural Networks

October 14, 2020 25 / 120



Introduction to Convolution Neural Networks

Convolution Layer The Kernel (1/2)

It is a small matrix of learnable weights which have a purpose to detect
certain feature in the image (e.g. Horizontal edes).

Stride: The number of shifts the filter is moving for each convolution
step.
Padding: Pads the input volume with zeros around the border.

Can preserve (as much as possible) the size of the input to prevent
losing information.
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Introduction to Convolution Neural Networks

Convolution Layer The Kernel (2/2)

For RGB images kerenls can be 3d matrices.

October 14, 2020 27 / 120



Introduction to Convolution Neural Networks

October 14, 2020 28 / 120



Introduction to Convolution Neural Networks

October 14, 2020 29 / 120



Introduction to Convolution Neural Networks

October 14, 2020 30 / 120



Introduction to Convolution Neural Networks

October 14, 2020 31 / 120



Introduction to Convolution Neural Networks

October 14, 2020 32 / 120



Introduction to Convolution Neural Networks

October 14, 2020 33 / 120



Introduction to Convolution Neural Networks

October 14, 2020 34 / 120



Introduction to Convolution Neural Networks

October 14, 2020 35 / 120



Introduction to Convolution Neural Networks

October 14, 2020 36 / 120



Introduction to Convolution Neural Networks

October 14, 2020 37 / 120



Introduction to Convolution Neural Networks

October 14, 2020 38 / 120



Introduction to Convolution Neural Networks

October 14, 2020 39 / 120



Introduction to Convolution Neural Networks

October 14, 2020 40 / 120



Introduction to Convolution Neural Networks

Pooling Layer

Pooling layer is responsible for reducing the spatial size of the
Convolved Feature.

This is to decrease the computational power required to process the
data.

Subsampling pixels will not change the object.
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Introduction to Convolution Neural Networks

Flatten - Fully Connected Layer
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Introduction to Convolution Neural Networks

CNN vs MLP

In CNN, very few weights to learn compared to MLP without loss of
generality

October 14, 2020 45 / 120



CNN Architecture Example

Outline

1 Regularization in Neural Networks

2 Introduction to Convolution Neural Networks

3 CNN Architecture Example

4 Transfer Learning

5 CNN Architectures

October 14, 2020 46 / 120



CNN Architecture Example

October 14, 2020 47 / 120



CNN Architecture Example

October 14, 2020 48 / 120



CNN Architecture Example

October 14, 2020 49 / 120



CNN Architecture Example

October 14, 2020 50 / 120



CNN Architecture Example

October 14, 2020 51 / 120



CNN Architecture Example

October 14, 2020 52 / 120



CNN Architecture Example

October 14, 2020 53 / 120



CNN Architecture Example

October 14, 2020 54 / 120



CNN Architecture Example

October 14, 2020 55 / 120



CNN Architecture Example

October 14, 2020 56 / 120



CNN Architecture Example

October 14, 2020 57 / 120



CNN Architecture Example

October 14, 2020 58 / 120



CNN Architecture Example

October 14, 2020 59 / 120



CNN Architecture Example

October 14, 2020 60 / 120



CNN Architecture Example

October 14, 2020 61 / 120



CNN Architecture Example

October 14, 2020 62 / 120



CNN Architecture Example

October 14, 2020 63 / 120



CNN Architecture Example

October 14, 2020 64 / 120



CNN Architecture Example

October 14, 2020 65 / 120



CNN Architecture Example

October 14, 2020 66 / 120



CNN Architecture Example

October 14, 2020 67 / 120



CNN Architecture Example

October 14, 2020 68 / 120



CNN Architecture Example

October 14, 2020 69 / 120



CNN Architecture Example

October 14, 2020 70 / 120



CNN Architecture Example

October 14, 2020 71 / 120



Transfer Learning

Outline

1 Regularization in Neural Networks

2 Introduction to Convolution Neural Networks

3 CNN Architecture Example

4 Transfer Learning

5 CNN Architectures

October 14, 2020 72 / 120



Transfer Learning

What is Transfer Learning?

Transfer Learning

Transfer learning is a machine learning technique where a model trained on
one task is re-used on a second related task.

Only works in deep learning if the model features learned from the
first task are general.
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Transfer Learning

Transfer Learning Idea

Take a network trained on different domain for a different Source
Task.

Adapt it to for your domain and Target Task

Variations

Same domain, differnet task.

Different domain, same task.
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Transfer Learning

Why Transfer Learning?

Alternative is to build model from scratch

Time cosuming
Hard feature engineering process.

Can Lessen the data demands.

Transfer Learning can be used for privacy.

Can be used to improve a model performance.
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Transfer Learning

How does it work?

Deep learning systems and models are layered architectures that learn
different features at different layers.

The initial layers have been seen to capture generic features, while the
later ones focus more on the specific task at hand.
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Transfer Learning

How does it work?

The key idea is to leverage the pre-trained models weighted layers to
extract features but not to update the weights of the models layers
during training with new data for the new task.
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Transfer Learning

Freeze or Fine-tune

Freezed layers: not updated
during backprop.

Fine-tuned layer: updated
during backprop.

In general, we can set learning rates
to be different for each layer. Our
goal is retraining the head of a
network to recognize classes it was
not originally intended for.
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Transfer Learning

Freeze and Fine-tune

1 If you have very small dataset you may freeze all layers except
softmax in the source model and replace it and train only softmax of
target model.

2 If you have small dataset you may freeze large number of layers in the
source model while train low number of layers.

3 If you have large dataset you may freeze low number of layers while
train more number of layers.
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