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Backpropagation in Neural Networks

Logistic Regression as Neural Network (Refresher 1/5)

Feedforwad one sample

1 z = wT ⋅ x + b

2 y = σ(z)
Feedforwad batch

1 z = w ⋅X + b

2 y = σ(z)
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Backpropagation in Neural Networks

Logistic Regression as Neural Network (Refresher 2/5)

Since y’ in logistic regression is a probability between 0 and 1.

Our loss can be defined with the following loss function.
if y = 1 : Loss = -log(y’)
if y = 0 : Loss = -log(1-y’)

Loss= ` = -ylog(y’)-(1-y)log(1-y’)
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Logistic Regression as Neural Network (Refresher 3/5)

For n features: z =
i=n

∑
i=0

wixi , (w0 is the bias)

vector representation z = wTx

y = sigmoid(z) = σ(z)
` = −ylog(y ′) − (1 − y)log(1 − y ′)
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Logistic Regression as Neural Network (Refresher 4/5)

d`

dwi
= d`

dy ′
dy ′

dwi
= d`

dy ′
dy ′

dz

dz

dwi

= [ −y
σ(z) +

1 − y

1 − σ(z)]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

d`
dy ′

∗σ(z)(1 − σ(z))
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dy ′

dz

∗ xi®
dz
dwi

= [−y(1 − σ(z)) + (1 − y)σ(z)
σ(z)(1 − σ(z)) ]
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d`
dy ′

∗σ(z)(1 − σ(z))
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

dy ′

dz

∗ xi®
dz
dwi

= (σ(z) − y) ∗ xi
= (y ′ − y) ∗ xi
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Backpropagation in Neural Networks

Logistic Regression as Neural Network (Refresher 5/5)

Loss one sample (using log loss)

1 d`
dwi
= (y ′ − y) ∗ xi

Loss four samples (using log loss)

1 d`
dw = (y′ − y) ⋅XT
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Backpropagation in Neural Networks

Chain Rule Refresher

Foward propagation can be viewed as a long series of nested
equations.

Backpropagation is merely an application the Chain Rule to find the
Derivatives of cost with respect to any variable in the nested equation.
Ex.

What is df
dx ?

f (x) = A(B(C(x)))

df
dx =

dA
dB ∗ dB

dC ∗ dC
dx
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Backpropagation in Neural Networks Deep Learning Frameworks

Deep Learning Frameworks (1/2)

TensorFlow

Googles Tensorflow the most popular Deep Learning.
TF needs a lot of coding.

PyTorch

Was developed for Facebook services
In PyTorch, you can use standard debuggers, for example, pdb or
PyCharm.

Sonnet

Built on top of TensorFlow.
High-level object-oriented libraries.

Keras

The best Deep Learning framework for those who are just starting out.
High level like Sonnet.

MXNet

Effectively parallel on multiple GPUs and many machines..
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Deep Learning Frameworks (2/2)

Gluon

Gluon is based on MXNet and offers a simple API that simplifies the
creation of deep learning models.

Swift

Swift for Tensorflow.

Chainer

The code is written in pure Python on top of the Numpy and CuPy
libraries. (fast)

DL4J

Deep Learning for Java.

ONNX

Enables models to be trained in one framework and transferred to
another for inference.
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References

Intel Nervana AI Academy

https://software.intel.com/content/www/us/en/develop/training
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