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Introduction

Introduction

One of the oldest and one of the newest machine learning models.

Goes back to 1940, when people started to build modles the imitate
the human brain.

Logistic regression (perceptron) is the core of neural networks started
in 1950.

However, scientists in that time showed that a single perceptron can
not solve xor problem (died).

Reborn in 1980, discovery of merging perceptrons together. But died
due to the resources requirements

Reborn in the last decade with the advancement of the computation
resouces.
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Xor Problem
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Neurons and the brain
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Structure of a node

Squashing/Activation function limits node output:
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FeedForward Neural Network

Artificial NNs

ANNs incorporate the two fundamental components of biological
neural nets.

1 Neurones (nodes)

2 Synapses (weights)
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FeedForward Neural Network

Types of Layers

1 The input layer

Introduces input values into the network.
No activation function or other processing.

2 The hidden layer(s)

Perform classification of features
Two hidden layers are sufficient to solve any
problem

3 The output layer

Functionally just like the hidden layers
Outputs are passed on to the world outside the
neural network.
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FeedForward Neural Network

Solving XOR with a Neural Network
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FeedForward Neural Network

Working with Matrices

Three features.
One input at the time.
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FeedForward Neural Network

Working with Matrices

Three features.
Four inputs at the time.
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FeedForward Neural Network Feedforward

Feed Forward Properties

Input dimension: No of features × No of Samples in the Batch

Weight dimension at (just before) layer L: No of neurons in layer
L × No of neurons in layer (L-1)

Data dimension at layer L: No of neurons in layer L × No of
Samples in the Batch.

FeedForward Equations

1 ZL = WL ⋅X + bL ⇒ Matrices Operations

2 AL = σ(ZL) ⇒ Element wise Operations
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Activation Functions

Activation functions

Activation functions typically have the following properties:

Non-linear: To model complex relationships

Continuously Differentiable: To improve our model with gradient
descent.

Fixed Range Activation functions typically squash the input data
into a narrow range that makes training the model more stable and
efficient.
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Linear Activation Function

The stacking of linear functions introduce nothing new. All layers of
the neural network collapse into one.

No one use it.

It can blow up the activation.

Linear Activation Function
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Activation Functions

Sigmoid / Logistic

The stacking is possible.

Smooth gradient.

Outputs not zero centered.

Computationally expensive.
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Activation Functions

TanH / Hyperbolic Tangent

The stacking is possible.
Smooth gradient.
Zero centered output
Gradinet is steeper than the sigmoid.
Computationally expensive.
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Activation Functions

ReLU (Rectified Linear Unit)

Computationally cheap.
Suffer from the Dying ReLU problem when inputs approach zero, or
are negative.
Gradient not smooth.
It can blow up the activation.
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Leaky ReLU

Computationally cheap.
No Dying ReLU problem.
Sometimes results are not consistent.
Gradient not smooth.
It can blow up the activation.

Leaky ReLU
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Activation Functions

Multi-Class Neural Networks: Softmax Activation

Softmax extends binary logistic regression idea (probability adds upto 1)
into a multi-class world.

It helps training converge more quickly than it otherwise would.
Usually have better performance against one vs. all classification.

p(y = j ∣z) = e
wT
j z+bj

∑
k∈K

e
wT
k

z+bk

K is the number of classes. (j
and k ∈ K )

z is the input vector.

w(.) is the weight vector
associated with each output
neuron.

Why this ugly forumla?
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